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ABSTRACT

Domain adaptation aims to transfer knowledge from the source data with annotations to scarcely-labeled data in the target domain, which has attracted a lot of attention in recent years and facilitated many multimedia applications. Recent approaches have shown the effectiveness of using adversarial learning to reduce the distribution discrepancy between the source and target images by aligning distribution between source and target images at both image and instance levels. However, this remains challenging since two domains may have distinct background scenes and different objects. Moreover, complex combinations of objects and a variety of image styles deteriorate the unsupervised cross-domain distribution alignment. To address these challenges, in this paper, we design an end-to-end approach for unsupervised domain adaptation of object detector. Specifically, we propose a Multi-level Entropy Attention Alignment (MEAA) method that consists of two main components: (1) Local Uncertainty Attentional Alignment (LUAA) module to accelerate the model better perceiving structure-invariant objects of interest by utilizing information theory to measure the uncertainty of each local region via the entropy of the pixel-wise domain classifier and (2) Multi-level Uncertainty-Aware Context Alignment (MUCA) module to enrich domain-invariant information of relevant objects based on the entropy of multi-level domain classifiers. The proposed MEAA is evaluated in four domain-shift object detection scenarios. Experiment results demonstrate state-of-the-art performance on three challenging scenarios and competitive performance on one benchmark dataset.
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1 INTRODUCTION

Deep neural networks have achieved high performance on object detection tasks thanks to learning feature representation from a large amount of training data with labels [5, 20, 21]. The generalizability of the deep neural networks, i.e., the ability of training on one domain images and performing well on another domain images, saves time and annotation costs, which accelerates the development of multimedia applications in real-world problems, especially when annotations for images are limited or difficult to acquire.
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Figure 1: Domain-adaptive object detection examples from Cityscapes (a) and Foggy Cityscapes dataset (b), respectively. The model is trained on the Cityscapes dataset and directly performs detection on the Foggy Cityscapes images. It clearly shows that the detection precision is considerably degraded due to the large domain gap between the two different domains, normal to foggy weather.

However, image distributions from two different domains usually exhibit a large domain gap, which leads to the degradation of detection performance in terms of accuracy and robustness. To address this challenge, a model trained on one domain (so-called source domain) is required to achieve generalization ability when conducting the inference on a new domain (so-called target domain), in which the image style, object appearance, background, etc. are considerably different from the source images. For instance, we train a domain-adaptive object detector on Cityscapes [4] images (all images taken in good weather condition) with bounding box annotations and Foggy Cityscapes [23] (all images represent foggy scenes) without any labels. After training, the trained model performs object detection on foggy images from the Foggy Cityscapes dataset. In this scenario, unsupervised domain-adaptive object detection is the most appropriate and efficient approach, which transfers the knowledge learned from label-rich source images to no-label target...
images. Recently, many prior studies [2, 3, 22, 30, 33] have investigated domain-shift problems by aligning distribution at image and instance levels. However, image-level alignment might inaccurate transfer non-relevant backgrounds. Moreover, realizing hard-to-aligned features at instance level still remains challenging.

To address the above challenges, we aim to design an end-to-end unsupervised domain-adaptive object detector. Specifically, we propose a Multi-level Entropy Attention Alignment (MEAA) method which is composed of two components: (1) Local Uncertainty Attentional Alignment (LUAA) module to facilitate the model to better perceive structure-invariant objects by utilizing information theory to measure the uncertainty of each local region in a whole image and (2) Multi-level Uncertainty-aware Context Alignment (MUCA) module to enrich domain-invariant information of relevant objects at multiple levels of feature representation (e.g. local region, image, instance). For LUAA, we use the entropy of the outputs of pixel-wise domain discriminator to construct a local entropy-based feature map as an attention map, which enforces the model to pay more attention to complex objects. For example, the structures of objects are viewed differently from different angles or discontinuous patterns. It also diminishes the effect of unrelated objects and background (e.g., road, sky). As such, LUAA enhances the local features and makes the model detect objects better. On the other hand, MUCA aims to learn domain-invariant information of relevant objects. In addition, we hypothesize that objects of interest are more likely with high entropy due to its varying structure and texture. Therefore, the uncertainty-aware attentional method facilitates the model by semantically focusing on objects of interest to better realize domain-invariant representation in feature space.

The contributions of this work can be summarized as follows:

• A novel multi-level entropy attentional alignment framework is presented, which improves the performance of the unsupervised domain adaptation of the Faster-RCNN object detector.
• Two modules are designed to utilize multi-level domain-invariant features in terms of uncertainty perspective. The uncertainty-aware attentional alignment module aligns high-level features and low-level features by realizing structure-invariant regions of objects. The uncertainty-aware context alignment module enriches the model with uncertainty-weighted context vectors.
• Intensive experiments on various public benchmark domain-shift scenarios show that our framework achieves state-of-the-art performance on three challenging scenarios and competitive performance on one benchmark dataset.

2 RELATED WORK

2.1 Object Detection

Object detection is a classic problem in the computer vision area. In recent years, the outstanding performance of deep learning has shown superiority over other machine learning methods. The mainstream of deep learning approaches for object detection can be categorized into two parts: region proposal-based and region proposal-free. Region proposal-based methods are the well-known RCNN [10] family. First, regions of interest (RoI) are searched. With RoI as the proposal, after doing feature extraction of RoI, the predicted bounding boxes and corresponding category are produced. However, the whole inference time of [10] is too much. Fast-RCNN [9] is presented to improve processing time. In [9], RoI pooling layer is proposed to deal with the computational complexity of RoI feature extraction. Nevertheless, the searching time of RoI in [9] is still too much. The improved version of [9] is Faster-RCNN [21]. In [21], the region proposal network (RPN) is proposed to select RoI more efficiently. This makes total inference time approach to real-time, helping to deploy [21] on robotics or autonomous vehicles.

2.2 Domain Adaptation

Previous work in the unsupervised domain adaptation (UDA) setting are investigated in different topics including image classification [8, 18, 19, 31], semantic segmentation [1, 13, 23, 24, 26, 28] and object detection [2, 3, 14, 22, 30, 33]. Long et al. [19] study minimizing the maximum mean discrepancy between two domains. Ganin et al. [8] propose an adversarial loss with a domain classifier to learn domain-invariant and discriminative features. Li et al. [18] exploit an adversarial learning to simultaneously learn domain-wise and class-wise distribution between source and target domain. Wang et al. [29] perform dynamic distribution alignment for manifold domain adaptation by learning a domain-invariant classifier in Grassmann manifold with structural risk minimization. Zhuo et al. [34] propose an attention transfer schema for domain adaptation via minimizing the classification loss of source data with labels and the unsupervised correlation alignment loss. Besides leveraging adversarial learning, the synthetic dataset with full annotations is also exploited. Zhang et al. [32] propose a method aiming at leveraging the knowledge in the synthetic datasets to enhance pose estimator training on real-world datasets.

In the line of domain-adaptive object detection, Domain Adapting Faster-RCNN [3] is the pioneering work that applies adversarial training losses [7, 27] into Faster-RCNN [9] in order to align domain-invariant features between source and target domain images. Specifically, its efforts to close distribution discrepancy at image and instance levels between two domains which are carried out at the backbone network and at the instance-level features of regions of interest (ROI) operation right before the final object classification and regression losses. Recently, Domain Adaptation Faster-RCNN series has achieved successful improvement [2, 22, 30, 33]. For instance, Saito et al. [22] conduct distribution alignment in feature space at a lower level of the backbone network and at a high level right before Region Proposal Network (RPN) which enhances image-level and instance-level feature alignment via adversarial training. Xu et al. [30] recently explore the classification ability and the categorical consistency between image-level and instance-level prediction which make the model deliberately align regions of relevant objects and hard aligned instances. Chen et al. [2] further investigate calibrates the transferability of feature representation at local-region, image, instance levels. Specifically, it utilizes CycleGAN to generate interpolated images to initially reduce global discriminability and propose a context-aware instance-level alignment to enhance the instance-level feature alignment by capturing global context information. Local feature masks are also used to provide semantic guidance for following global alignment. In this
approach, the model requires a computationally expensive step compared with other approaches. Furthermore, realizing hard-aligned regions of objects of interest still remains challenging to the prior approaches which motivate our method.

3 METHODS

In this section, we present our proposed method in detail. The essence of our method is to learn domain-invariant features by leveraging information theory to measure the uncertainty of objects and enrich the discriminative representation in the feature space. To this end, we propose a multi-level entropy attentional alignment (MEAA) method for integrating into an end-to-end adversarial domain adaptation framework which is illustrated in Fig. 2.

Specifically, in Fig. 2, the proposed MEAA framework is composed of the LUAA module and the MUCA module. During the training, a pair of input images (one randomly-selected source image and one target image) will be fed into an image encoder (F1). The output feature map from F1 will be fed into the lower path (LUAA) for enhancing the robustness of local features. For LUAA, we use the output of the pixel-wise domain discriminator (D1) to calculate the entropy, and then utilize this entropy to generate uncertainty-aware attentional feature maps which are subsequently fed into the upper path (MUCA) for enriching domain-invariant information of relevant objects. Both paths leverage Gradient Reverse Layers (GRLs) and domain discriminators to perform adversarial learning. In other words, the entropy map serves as the attention mechanism, which is important to domain adaptation. For MUCA, after obtaining the uncertainty-aware attentional feature maps from the output of pixel-wise domain discriminator (Eq. 8, 9 and 10), i.e., p4, we calculate the entropy map of p4 and fuse it with the output of feature extractor F4 to generate uncertainty-aware context vector h4 (Eq. 10). The following two layers of MUCA repeat the same operation to derive the multi-level features. In the last part, we will use these uncertainty-aware context vectors from multiple layers by concatenating them with the instance-level features at the end of Faster-RCNN backbone network, which provide new augmented instance-level features (Eq. 12).

3.1 Preliminaries and Motivations

In domain adaptive object detection, the model performs object classification and bounding box localization simultaneously. Formally, we denote source domain dataset \( D_s = \{(x_i^s, y_i^s)\}_{i=1}^N_s \) where for index i, \( x_i^s \in \mathbb{R}^{H \times W \times 3} \) is the i-th image from source domain from \( N_s \) samples, and its bounding box annotation and the class label is \( y_i^s \in \mathbb{R}^{K \times 5} \) which represents a list of the bounding box(es) coordinate and corresponding class(es). And the target domain \( D_t = \{x_j^t\}_{j=1}^{N_t} \) where assuming no bounding box annotations and object labels available. The data distributions between these two domains are different. Therefore, the ultimate goal is to design a novel generalized framework that enables Faster-RCNN learning domain-invariant features of objects from images with annotations and images without annotations during training to well perform on target data for testing.

Main challenges involve in cross-domain object detection including (1) domain gap caused by distribution discrepancy at not only global (images) but also local level (objects) that is more challenging than domain adaptation for classification task where a model only need to capture the global domain shift; (2) learning discriminative feature representation for both the multiple class-wise classifications and the bounding box regression simultaneously.

To resolve these challenges, our domain adaptive detection approach the problems from the following perspective. Specifically, feature distribution alignment is activated at multiple levels of the backbone network. In addition, information purity of input images is measured via adversarial learning which is fused into the feature representation to enforce the alignment between two domains effectively.

3.2 Uncertainty-Aware Attentional Alignment Module

We observe that each local region in a whole image contains different objects or parts of objects (e.g. road, sky, car, etc.) which represented by a certain amount of pixels with a different intensity which can be viewed as a degree of uncertainty. Therefore, some regions exhibit more important information than another in terms of feature discriminability and transferability. Moreover, the structure and texture are distinct among different instances and relatively similar if instances are in the same category. The Structure of images is shown as the most decisive factor for the unsupervised semantic segmentation task [1]. Inspired by [1], we hypothesize that the structural and textural contents of each region in images are also the decisive elements for learning domain-invariant features in the unsupervised domain-adaptive task. To semantically align distributions between source and target images, the model is required to identify domain-invariant representation in feature space. To this end, inspired by [2, 28], we facilitate the model to better perceive structure-invariant objects by utilizing information theory to measure the uncertainty of each local region in a whole image and then fuse them into conventional feature maps which are turned into new weighted maps, namely an uncertainty-aware feature maps.

In detail, an input image \( x_i \) is fed into the network. The feature maps \( f_i^{1 \times H \times W} \) with size W width and H height is generated by \( F_1(x_i) \) in Eq. (2) where \( F_1 \) is the first feature extractor. To learn domain-invariant feature at the local level, inspired by [22], \( D_1 \) is used as a pixel-wise domain discriminator. Therefore, the pixel-wise loss function \( \mathcal{L}_1 \) in adversarial training is defined as follows,

\[
\mathcal{L}_1 = \frac{1}{N_sHW} \sum_{i=1}^{N_s} \sum_{j=1}^{H \times W} \log(D_1(F_1(x_i^s_j)))^2 + \frac{1}{N_tHW} \sum_{i=1}^{N_t} \sum_{j=1}^{H \times W} \log(1 - D_1(F_1(x_i^t_j)))^2,
\]

where \( N_s \) and \( N_t \) are the number of images from source and target, \( F_1(x_i^s_j) \) and \( F_1(x_i^t_j) \) denote the element \( j \)-th of the feature maps from the \( i \)-th source and target image input, respectively.

\[
f_i^{1 \times H \times W} = F_1(x_i)
\]

The pixel-wise probability output of discriminator \( D_1 \) is denoted as \( d_i^{1 \times H \times W} \) in Eq. (3). We here compute pixel-level entropy map \( \hat{e}_i^{1 \times H \times W} \) as in Eq. (4) as following the Shannon Entropy. The entropy map
Figure 2: An overview of our MEAA framework composed of two proposed modules, a local uncertainty-aware attentional alignment (LUAA) module, and a multi-level uncertainty-aware context alignment (MUCA) module. Best view in color.

$E_{H \times W}^{1}$ is composed of pixel-wise entropies normalized to the range $[0, 1]$. Each element of entropy map represents a local region of an image corresponding to a receptive field thanks to the principle of convolutional operations. According to Shannon Entropy property, less uncertainty (low entropy) implies a higher purity of information and vice versa. With the hypothesis that in terms of structure and texture, the entropy for homogeneous regions of images is lower than that of the heterogeneous ones, for instance, entropies of road or sky objects are lower than other more complex ones such as a person, motorbike. Therefore, we directly fuse the entropy map into the conventional feature map extracted as in Eq. (2) which behaves as attention-like property in Eq. (5). Intuitively, this will assign lower weights on low entropy regions of images, even though they are higher purity of information or less uncertainty. As a result, high entropy regions (e.g. structure-complex objects including person, truck, motorbike, etc.) of images with higher uncertainty are assigned higher weights. This semantically enhances the uncertainty awareness toward objects of interest.

3.3 Multi-level Uncertainty-Aware Context Alignment Module

We design a Multi-level Uncertainty-aware Context Alignment (MUCA) module to automatically capture domain-invariant structures among target-specific and source-specific feature representation by enriching domain-invariant information of relevant objects at multiple levels of the backbone network and at multi-level feature representation of objects including local regions, image, instance.

Specifically, during the training process, the weights of lower layers will be updated with respect to the gradients of adversarial and detection losses. This leads the network to learn domain-invariant discriminators $D_2$ defined in Eq. (6) and $D_3$ defined in Eq. (7) are deployed at middle and high levels of the network, respectively. The adversarial loss is expressed as follows,

$$L_2 = E[\log(D_2(F_2(h^t_1)))] + E[\log(1 - D_2(F_2(h^s_1)))]$$

where $h^t_1$ and $h^s_1$ are the uncertainty-aware feature maps from source and target images, respectively,

$$L_3 = E[\log(D_3(F_3(f^t_2)))] + E[\log(1 - D_3(F_3(f^s_2)))]$$

To enable adversarial training for domain adaptation, following the design protocol by previous work [2, 3, 22], we apply the gradient reverse layer (GRL) [7] which its position is between the domain classifier and the feature-extracting network of the detector and it works as an identity function in forwarding pass and reverses the gradient during backpropagation.
features at both high layers and low layers. However, these gradients may be weaker and weaker at lower layers which deteriorate awareness of feature uncertainty and degenerate discriminability and transferability of domain-invariant features. Therefore, inspired by [2, 22], we propose a multi-level uncertainty-aware context alignment. Technically, an auxiliary feature extractor $F_{\text{aug}}$ is used to generate low-level context feature vectors denoted as $f_{\text{aug}}$ which is then fed into a domain discriminator $D_4$ in Eq. (8) as below,

$$p_{\text{aug}} = D_4(F_{\text{aug}}(h_1^{\text{HxW}})).$$

Next, we measure the uncertainty of input images by computing entropy vectors $E_4$ based on the probability output of domain classifier $D_4$ as in Eq. (9) below,

$$E_4 = H(p_{\text{aug}}) = -p_{\text{aug}} \odot \log(p_{\text{aug}}).$$

To enable uncertainty-aware property, entropy vectors are fused into $f_4$ feature vectors, resulting in uncertainty-aware context vectors denoted as $h_4$ in Eq. (10) as follows,

$$h_4 = f_4 \odot (1 + E_4).$$

These fused feature vectors are computed respectively and semantically guide the domain-invariant feature learning at instance-level alignment. The adversarial loss of domain discriminator $D_4$ is defined as follows,

$$L_4 = \frac{1}{N_i} \sum_{i=1}^{N_i} \sum_{j} \log(D_4(F_4(h_4^i)))^2 + \frac{1}{N_i} \sum_{i=1}^{N_i} \sum_{j} \log(1 - D_4(F_4(h_4^i)))^2.$$

In addition, we deploy two other auxiliary networks $F_5$ and $F_6$ at the middle and high levels of the backbone network. Its uncertainty-aware context features and adversarial losses, $h_5, L_5, h_6, L_6$, are respectively derived in a similar manner. These vectors $h_5, h_5, h_6$ are then concatenated with instance-level features $f_{\text{ins}}$ which yields new instance-level features augmented, denoted as $f_{\text{aug}}$. The instance-level adversarial loss is defined as follows,

$$L_{\text{ins}} = \frac{1}{N_i} \sum_{i=1}^{N_i} \sum_{j} \log(D_{\text{ins}}(f_{\text{aug}}^i))) - \frac{1}{N_i} \sum_{i=1}^{N_i} \sum_{j} \log(1 - D_{\text{ins}}(f_{\text{aug}}^i))).$$

### 3.4 Overall Objective Function

The overall losses of the proposed method compose of detection losses and adversarial losses. Detection losses denoted as $L_{\text{det}}$ defined in Eq. (14) include object classification loss $L_{\text{cls}}$ and bounding box regression loss $L_{\text{reg}}$. The adversarial training losses denoted as $L_{\text{ada}}$ are composed of as follows,

$$L_{\text{ada}} = L_1 + L_2 + L_3 + L_4 + L_5 + L_6 + L_{\text{ins}}.$$  

$$L_{\text{det}} = L_{\text{cls}} + L_{\text{reg}}.$$  

The overall objective function is defined as follows,

$$\max_{D_1} \min_{F_i} L_{\text{det}} + \lambda \cdot L_{\text{ada}}.$$  

where $D_1$ represents multi-level domain classifiers $D_1, D_2, D_3, D_4, D_5, D_6, D_{\text{ins}}$; $F_i$ represents multi-level feature extractors $F_1, F_2, F_3, F_4, F_5, F_6$; and $\lambda$ is a hyperparameter controlling influence degree of adversarial training losses and detection losses.

### 4 EXPERIMENTS

In this section, we present the experiment setting in detail. Next, we evaluate our adaptation framework on various cross-domain scenarios including learning from synthetic data, domain gap in adverse weather, and real to artistic domain adaptation. In addition, ablation analysis is conducted to evaluate each proposed modules.

#### 4.1 Datasets

**Datasets.** To set up different adaptation scenarios, we utilize six public datasets in our experiments including Cityscapes [4], Foggy Cityscapes [23], SIM10k [15], PASCAL VOC 0712 (2007-2012) [6], Clipart1k [14] and Watercolor [14].

**Cityscapes** [4] is collected from various scenarios of outdoor street scenes in different cities. These images are recorded in normal weather conditions by video cameras mounted on cars. It consists of 2,975 images in the training set and 500 images for the testing set. Foggy Cityscapes [23] is synthesized from the images in the Cityscapes dataset. We select the shortest range of visibility in our experiment. SIM10k [15] is a synthetic dataset that is rendered from the computer game Grand Theft Auto V (GTA V). It consists of 10,000 images of street scenes with 58,701 bounding box annotations for cars. PASCAL VOC 0712 [6] is a well-known dataset containing bounding boxes for 20 object categories. Following the evaluation protocol previous studies, we combine PASCAL VOC 2007 and 2012 training and validation sets (16,551 images in total) for experiments. Clipart1k [14] is a collection of 1k comical images. This dataset includes the same 20 object categories as PASCAL VOC but presents a significant domain gap. Watercolor [14] is a collection of 2k artistic images. This dataset contains 6 instance categories in common with Pascal VOC.

#### 4.2 Implementation Details

Following the evaluation protocol in [3, 22], we adopt Faster-RCNN [21] and employ the VGG-16 [25] or ResNet-101 [11] as the backbone networks in which their weights are pre-trained on ImageNet. We follow the setting in [22] and use ResNet-101 as the backbone model for the dissimilar domain-shift adaptation scenarios from PASCAL VOC [6] to Clipart1k [14] and PASCAL VOC [6] to Watercolor [14]. For other domain-adaptive experiments, we use the pre-trained weights of VGG-16 to fine-tune the object detection model. Stochastic gradient descent (SGD) is selected as the optimizing method for the training process. The hyperparameter $\lambda$ is set to 0.1 for SIM10k $\rightarrow$ Cityscape and $\lambda = 1$ for all other scenarios following the evaluation setting from prior work. To evaluate the adaptation performance, we report mean average precision (mAP) with IOU threshold of 0.5 for all the experiments.

#### 4.3 Baselines

We compare our proposed method with the original Faster-RCNN [21] and a variety of recent state-of-the-art domain-adaptive detection methods as follows:
4.4 Experimental Results

In this section, we present experimental results and compare our method’s performance with baselines on various domain-adaptive scenarios.

Weather Adaptation. The results of the adaptation from Cityscapes to Foggy Cityscapes are reported in Table 1. The Source-Only method means no adaptation applied. Specifically, our method achieves a new state-of-the-art mean average precision (mAP) which significantly boosts the performance of cross-weather adaptation by 20.2% mAP over the Source-Only baseline (from 20.3% to 40.5%). Furthermore, our proposed framework outperforms all the recent state-of-the-art methods. In particular, it is worth noting that in the HTCN method [2], the CycleGAN is utilized to generate interpolation image samples for source and target domain, and then train their model with original and synthesized images. In terms of computational perspective, these additional steps are considerably more expensive than our method in which authentic images from
Table 1: Results on adaptation from Cityscapes to Foggy-Cityscapes. Average precision (%) is evaluated on target images.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Person</th>
<th>Rider</th>
<th>Car</th>
<th>Truck</th>
<th>Bus</th>
<th>Train</th>
<th>Motorbike</th>
<th>Bicycle</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only [21]</td>
<td>24.1</td>
<td>33.1</td>
<td>34.3</td>
<td>4.1</td>
<td>22.3</td>
<td>3.0</td>
<td>15.3</td>
<td>26.5</td>
<td>20.3</td>
</tr>
<tr>
<td>DA-Faster (CVPR’ 18) [3]</td>
<td>25.5</td>
<td>31.0</td>
<td>40.5</td>
<td>22.1</td>
<td>35.3</td>
<td>20.2</td>
<td>20.0</td>
<td>27.1</td>
<td>27.6</td>
</tr>
<tr>
<td>SCDA (CVPR’ 19) [33]</td>
<td>33.5</td>
<td>38.0</td>
<td>48.5</td>
<td>26.5</td>
<td>39.0</td>
<td>23.3</td>
<td>29.2</td>
<td>33.9</td>
<td>34.0</td>
</tr>
<tr>
<td>MAF (ICCV’ 19) [12]</td>
<td>28.2</td>
<td>39.5</td>
<td>43.9</td>
<td>23.8</td>
<td>39.9</td>
<td>33.3</td>
<td>29.2</td>
<td>33.9</td>
<td>34.0</td>
</tr>
<tr>
<td>SWDA (CVPR’ 19) [22]</td>
<td>29.9</td>
<td>42.3</td>
<td>43.5</td>
<td>24.5</td>
<td>36.2</td>
<td>32.6</td>
<td>30.0</td>
<td>35.3</td>
<td>34.3</td>
</tr>
<tr>
<td>DD-MRL (CVPR’ 19) [17]</td>
<td>30.8</td>
<td>40.5</td>
<td>44.3</td>
<td>27.2</td>
<td>38.4</td>
<td>34.5</td>
<td>28.4</td>
<td>32.2</td>
<td>34.6</td>
</tr>
<tr>
<td>ICR-CCR (CVPR’ 20) [30]</td>
<td>32.9</td>
<td>43.8</td>
<td>49.2</td>
<td>27.2</td>
<td>45.1</td>
<td>36.4</td>
<td>30.3</td>
<td>34.6</td>
<td>37.4</td>
</tr>
<tr>
<td>HTCN (CVPR’ 20) [2]</td>
<td>33.2</td>
<td>47.5</td>
<td>47.9</td>
<td>31.6</td>
<td>47.4</td>
<td>40.9</td>
<td>32.3</td>
<td>37.1</td>
<td>39.8</td>
</tr>
<tr>
<td>MEAA (Ours)</td>
<td>34.2</td>
<td>48.9</td>
<td>52.4</td>
<td>30.3</td>
<td>42.7</td>
<td>46.0</td>
<td>33.2</td>
<td>36.2</td>
<td>40.5</td>
</tr>
<tr>
<td>Oracle [22]</td>
<td>33.2</td>
<td>45.9</td>
<td>49.7</td>
<td>35.6</td>
<td>50.0</td>
<td>37.4</td>
<td>34.7</td>
<td>36.2</td>
<td>40.3</td>
</tr>
</tbody>
</table>

Table 2: Results on adaptation from PASCAL VOC to Clipart Dataset. Average precision (%) is evaluated on target images.

<table>
<thead>
<tr>
<th>Methods</th>
<th>aero</th>
<th>bicycle</th>
<th>bird</th>
<th>boat</th>
<th>bottle</th>
<th>car</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
<th>table</th>
<th>dog</th>
<th>hrs</th>
<th>mbike</th>
<th>prsn</th>
<th>plnt</th>
<th>sheep</th>
<th>sofa</th>
<th>train</th>
<th>tv</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only [21]</td>
<td>35.6</td>
<td>52.5</td>
<td>24.3</td>
<td>23.0</td>
<td>20.0</td>
<td>43.9</td>
<td>32.8</td>
<td>10.7</td>
<td>30.6</td>
<td>11.7</td>
<td>13.8</td>
<td>6.0</td>
<td>36.8</td>
<td>45.9</td>
<td>48.7</td>
<td>41.9</td>
<td>16.5</td>
<td>7.3</td>
<td>22.9</td>
<td>32.0</td>
</tr>
<tr>
<td>DA-Faster (CVPR’ 18) [3]</td>
<td>15.0</td>
<td>34.6</td>
<td>12.4</td>
<td>11.9</td>
<td>19.8</td>
<td>21.1</td>
<td>32.3</td>
<td>3.1</td>
<td>22.1</td>
<td>26.3</td>
<td>10.6</td>
<td>10.0</td>
<td>19.6</td>
<td>39.4</td>
<td>34.6</td>
<td>29.3</td>
<td>1.0</td>
<td>17.1</td>
<td>19.7</td>
<td>24.8</td>
</tr>
<tr>
<td>WST-BSR (ICCV’ 19) [16]</td>
<td>28.0</td>
<td>64.5</td>
<td>23.9</td>
<td>19.0</td>
<td>21.9</td>
<td>64.3</td>
<td>43.5</td>
<td>16.4</td>
<td>42.2</td>
<td>25.9</td>
<td>30.5</td>
<td>7.9</td>
<td>25.5</td>
<td>67.6</td>
<td>54.5</td>
<td>36.4</td>
<td>10.3</td>
<td>35.7</td>
<td>57.4</td>
<td>32.5</td>
</tr>
<tr>
<td>SWDA (CVPR’ 19) [22]</td>
<td>26.2</td>
<td>48.5</td>
<td>32.6</td>
<td>33.7</td>
<td>38.5</td>
<td>54.3</td>
<td>37.1</td>
<td>18.6</td>
<td>34.8</td>
<td>58.3</td>
<td>17.0</td>
<td>12.5</td>
<td>33.8</td>
<td>65.5</td>
<td>61.6</td>
<td>52.0</td>
<td>9.3</td>
<td>24.9</td>
<td>54.1</td>
<td>49.1</td>
</tr>
<tr>
<td>ICR-CCR (CVPR’ 20) [30]</td>
<td>28.7</td>
<td>55.3</td>
<td>31.8</td>
<td>26.0</td>
<td>40.1</td>
<td>63.6</td>
<td>36.6</td>
<td>9.4</td>
<td>38.7</td>
<td>49.3</td>
<td>17.6</td>
<td>14.1</td>
<td>33.3</td>
<td>74.3</td>
<td>61.3</td>
<td>46.3</td>
<td>22.3</td>
<td>24.3</td>
<td>49.1</td>
<td>44.3</td>
</tr>
<tr>
<td>MEAA (Ours)</td>
<td>30.6</td>
<td>53.7</td>
<td>31.8</td>
<td>17.8</td>
<td>38.5</td>
<td>69.9</td>
<td>38.2</td>
<td>23.8</td>
<td>38.3</td>
<td>58.1</td>
<td>14.6</td>
<td>18.1</td>
<td>33.8</td>
<td>88.1</td>
<td>60.3</td>
<td>42.1</td>
<td>7.8</td>
<td>30.8</td>
<td>61.1</td>
<td>58.7</td>
</tr>
</tbody>
</table>

Table 3: Results on adaptation from PASCAL VOC to WaterColor Dataset. Average precision (%) is evaluated on target images.

<table>
<thead>
<tr>
<th>Methods</th>
<th>bike</th>
<th>bird</th>
<th>car</th>
<th>cat</th>
<th>dog</th>
<th>person</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only [21]</td>
<td>68.8</td>
<td>46.8</td>
<td>37.2</td>
<td>32.7</td>
<td>21.3</td>
<td>60.7</td>
<td>44.6</td>
</tr>
<tr>
<td>DA-Faster (CVPR’ 18) [3]</td>
<td>75.2</td>
<td>40.6</td>
<td>48.0</td>
<td>31.5</td>
<td>20.6</td>
<td>60.0</td>
<td>46.0</td>
</tr>
<tr>
<td>WST-BSR (ICCV’ 19) [16]</td>
<td>75.6</td>
<td>45.8</td>
<td>49.3</td>
<td>34.1</td>
<td>30.3</td>
<td>64.1</td>
<td>49.9</td>
</tr>
<tr>
<td>SWDA (CVPR’ 19) [22]</td>
<td>82.3</td>
<td>55.9</td>
<td>46.5</td>
<td>32.7</td>
<td>35.5</td>
<td>66.7</td>
<td>53.3</td>
</tr>
<tr>
<td>MEAA (Ours)</td>
<td>81.0</td>
<td>53.2</td>
<td>54.0</td>
<td>40.1</td>
<td>39.2</td>
<td>65.3</td>
<td>55.5</td>
</tr>
</tbody>
</table>

Table 4: Results on Sim10k to Cityscapes (%). The backbone network is VGG-16.

<table>
<thead>
<tr>
<th>Methods</th>
<th>AP on car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only [21]</td>
<td>34.6</td>
</tr>
<tr>
<td>DA-Faster (CVPR’ 18) [3]</td>
<td>38.9</td>
</tr>
<tr>
<td>SWDA (CVPR’ 19) [22]</td>
<td>40.1</td>
</tr>
<tr>
<td>MAF (ICCV’ 19) [12]</td>
<td>41.1</td>
</tr>
<tr>
<td>HTCN (CVPR’ 20) [2]</td>
<td>42.5</td>
</tr>
<tr>
<td>MEAA (Ours)</td>
<td>42.0</td>
</tr>
</tbody>
</table>

In terms of mAP by 13.3%, 21.3%, and 3%, respectively. Furthermore, our approach also outperforms the recent state-of-the-art ICR-CCR [30] and HTCN [2]. Results on the adaptation task from PASCAL VOC to WaterColor are presented in Table 3, which demonstrate that our method improves the state-of-the-art performance. The enhancement of the challenging dissimilar domain adaptation clearly validates the robustness of our method.

Adaptation from synthetic to real images. The results of the adaptation from Sim10k to Cityscapes are shown in Table 4. Our method’s performance boosts the average precision by 7.4% over the Source-Only [21] baseline. Moreover, it outperforms most of the state-of-the-art comparison methods and provides comparable performance compared to the HTCN [2]. It is worthy to note that the HTCN model’s inputs are not only original target and source domain images but also CycleGAN-synthesized target and source images which are considerably more expensive than our approach with regard to computational cost.

Dissimilar Domain Adaptation. We carry out experiments from real source images to artistic target images which are considered as the dissimilar domain adaptation. Table 2 shows the results of the adaptation from PASCAL VOC to Clipart1k, which manifests that our proposed method considerably improves the performance over the Source-Only [21], DA-Faster [3] and SWDA [22] the source and target domain are directly fed into our model.

The source and target domain are directly fed into our model.
Table 5: Ablation study on adaptation from Cityscapes to Foggy-Cityscapes. Average precision (%) is evaluated on target images.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Person</th>
<th>Rider</th>
<th>Car</th>
<th>Truck</th>
<th>Bus</th>
<th>Train</th>
<th>Motorbike</th>
<th>Bicycle</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>24.1</td>
<td>33.1</td>
<td>34.3</td>
<td>4.1</td>
<td>22.3</td>
<td>3.0</td>
<td>15.3</td>
<td>26.5</td>
<td>20.3</td>
</tr>
<tr>
<td>MEAA without LUAA</td>
<td>41.5</td>
<td>34.0</td>
<td>52.0</td>
<td>33.0</td>
<td>34.0</td>
<td>46.9</td>
<td>39.3</td>
<td>26.5</td>
<td>38.4</td>
</tr>
<tr>
<td>MEAA without MUCA</td>
<td>41.3</td>
<td>35.4</td>
<td>52.1</td>
<td>31.5</td>
<td>34.0</td>
<td>47.0</td>
<td>44.1</td>
<td>24.7</td>
<td>38.8</td>
</tr>
<tr>
<td>MEAA (full)</td>
<td>34.2</td>
<td>48.9</td>
<td>52.4</td>
<td>30.3</td>
<td>42.7</td>
<td>46.0</td>
<td>33.2</td>
<td>36.2</td>
<td>40.5</td>
</tr>
<tr>
<td>Oracle (Target only)</td>
<td>33.2</td>
<td>45.9</td>
<td>49.7</td>
<td>35.6</td>
<td>50.0</td>
<td>37.4</td>
<td>34.7</td>
<td>36.2</td>
<td>40.3</td>
</tr>
</tbody>
</table>

Figure 5: Demonstrations of the performance with respect to different IOU setting on the adaptation scenario from Cityscapes (Bottom) → Foggy Cityscapes (Top). Best view in color.

4.5 Visualization and Analysis

In this section, we present the ablation experiments and visualization examples to investigate the effect of different modules on our model.

Ablation Study. Table 5 shows that if one of the modules is removed, the performance will correspondingly degrade. The performance in Table 5 implies that the two new modules are effective and complementary for each other. Furthermore, Table 5 shows that the evaluation metrics of MEAA (full) for different objects are all very close to the performance of the Oracle (the last row of Table 5). For example, in categories Person and Motorbike, the average precisions of MEAA are respectively 34.2% and 33.2%, which are both reasonable results compared to that of the Oracle (33.2% and 34.7%) and also higher than that of other methods with empirically acceptable margins (in Table 1). Thus, although the performance of Person and Motorbike degrade when combining LUAA and MUCA for a few categories, the MEAA (full) results in a better mAP in general. We believe that the instability of the model combining LUAA and MUCA comes from the performance tradeoff between some pairs of class categories that have a similar structure such as Person and Rider, Motorbike and Bicycle. It is promising to investigate a better way of striking a better balance.

Influence of IOU thresholds. To evaluate the accuracy and robustness of the object classification and bounding box regression, in figure 5, we illustrate the performance of our model compared with Source-Only and SWDA [22] with varying values of IOU thresholds. The results show that the proposed method considerably outperforms the comparison methods which indicates that our model is accurate and robust of object classification and bounding box localization.

Visualization of Uncertainty-Aware Feature Maps. In figure 4, we visualize the heatmap of local uncertainty-aware attentional feature maps from the local uncertainty-aware attentional alignment (LUAA) module. The figure illustrates that the MEAA pay more attention to heterogeneous instances of interest (e.g. car, person) with higher entropy rather than on homogeneous regions (e.g. road, wall). This verifies our hypothesis that objects of interest are more likely with high entropy due to its varying structure and texture. As a result, the uncertainty-aware attentional feature maps facilitate the model semantically focusing on objects of interest to better realize domain-invariant representation in feature space.

Detection Result Examples. We illustrate several qualitative results of our MEAA model. Figure 3 visualizes the domain-adaptive detection results on scenarios of normal-to-foggy and real images to artistic images, Cityscapes → Foggy Cityscapes. The figure clearly demonstrates that the MEAA is capable of detecting challenging objects with accurate bounding box localization which leads the proposed model to yield more robust detection than SWDA [22]. This implies our proposed model substantially close domain-gap distribution between source images and the target images.

5 CONCLUSION AND FUTURE WORK

In this work, we present an end-to-end approach for improving the domain-adaptive detection performance of object detectors in the unsupervised adaptation protocol. Specifically, we exploited uncertainty measurement of input images by utilizing domain classifiers at multiple-level of the network and the uncertainty at image and instance levels which facilitate the model to pay more attention to hard-to-align instances and images. The extensive experiments demonstrate that our proposed method improves state-of-the-art performance. In the future, we plan to explore domain adaptation beyond 2D object detection by investigating how to apply the uncertainty-aware scheme to improve domain-adaptive 3D object detectors.
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